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Evolution of the Cohort Study
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INTRODUCTION

The occurrence of events over time unifies epide-
miologic research. Regardless of the study hypothesis
and design, the disease-causing actions of exposures
and modifying factors are formulated as antecedent to
the occurrence of the outcome. All study designs in-
herently acknowledge time and represent alternative
approaches for sampling populations as exposed and
nonexposed persons develop disease over time.

The cohort design explicitly incorporates the pas-
sage of time. In cohort studies, participants are fol-
lowed over an interval defined by the study’s begin-
ning and end, and observations are made on outcome
measures of interest: death, incidence of disease,
change in a biologic measure, or health status. The
study’s purpose may be focused—to test a specific (or
general) hypothesis—to gather data for descriptive
purposes or to facilitate the testing of multiple hypoth-
eses concerning disease. During the follow-up experi-
ence of participants in a cohort study, the factors
determining the health of the participants may be
continually changing as the participants age and ex-
posures to environmental agents start, stop, increase,
or decrease (figure 1). The dynamic nature of many
risk factors and their relations in time to disease oc-
currence can only be captured in the cohort design;
this temporal interplay is inherently absent from cross-
sectional data and often investigated only with diffi-
culty using the case-control design (1).

Epidemiologists may be challenged in investigating
the relation between multiple risk factors, some chang-
ing in time, and disease occurrence, as displayed sche-
matically in figure 1. During the follow-up of a cohort,
participants age, temporal trends may affect the par-
ticipants, and exposures to risk factors of primary
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interest may change, as may potential confounding
and modifying factors. Consider, for example, a pro-
spective cohort study of cigarette smoking and lung
cancer. Several determinants of lung cancer risk would
change as the cohort was followed, including the par-
ticipants’ age (relevant because of the rise of lung
cancer incidence with age), the cumulative amount
smoked, the duration of smoking, and perhaps the
characteristics of the cigarettes themselves. Some par-
ticipants might choose to reduce the number of ciga-
rettes smoked or to stop smoking, and some might
start smoking. The study’s data might be further com-
plicated by a temporal trend in the validity of smoking
information, if, for example, the social acceptability of
smoking declined during the follow-up interval and
participants began to underreport the extent of their
smoking. Possible modifying or confounding factors
(e.g., occupational exposures) might also change over
time. An optimal study design would incorporate
periodic assessment of smoking by the participants,
as assessing smoking only at the study’s start would
not capture the temporally dynamic nature of the
exposure.

Many examples of contemporary cohort studies
show that the challenge of temporally varying expo-
sures and disease risk can now be satisfactorily met
using modern epidemiologic approaches for the design
and analysis of cohort studies. In parallel with the
increasing design sophistication of many cohort stud-
ies, new biostatistical methods now make possible
longitudinal analyses that can incorporate temporally-
varying exposures. Application of these analytic meth-
ods has been facilitated by the availability of hardware
and software, which make possible analyses that could
not have been contemplated one or two decades
previously.

In spite of the central role of the cohort design in
epidemiologic research, it has been the focus of few
monographs. The book by Breslow and Day (2), pub-
lished in 1987, represents a pioneering synthesis on
design and analysis of cohort studies on cancer. A
number of statistical texts address analysis of lon-
gitudinal data (3-5). The history of the cohort study
was comprehensively addressed in a 1988 review by

20z 1udy /1 uo 1sanb Aq | 1 L00%/L/L/0Z/2191e/A8iIde/Ww00 dNo"oIWBPEDE//:SARY WO POPEOJUMOQ



2 Samet and Mufioz

Start of the study End of Study
Age
Calendar period -
Exposure 1
Exposure 2 4
Expo'sure i 4
Covariate 1
Covariate 2
—
Covariate i
Start of the study End of Study
FIGURE 1. The multiple dimensions of time in a cohort study.

Liddell (6) and in papers published from a 1983 Amer-
ican Cancer Society workshop on cohort studies (7). In
this presentation, which introduces this special volume
of Epidemiologic Reviews on cohort studies, we first
discuss the terminology, the definitions, and the evo-
lution of the cohort design. We then review the ana-
lytical issues in cohort studies, outlining the overall
objectives of analytical methods, followed by an his-
torical perspective on their evolution. We close the
paper by illustrating the power of the cohort design in
epidemiology: the selected study has been key in pro-
viding comprehensive data on the epidemiology of the
acquired immunodeficiency syndrome (AIDS).

TERMINOLOGY AND DEFINITIONS

While “cohort study” has been variably defined, all
definitions incorporate the concept that nonexposed
and exposed, or variably exposed, individuals are ob-
served over time for the outcome(s) of interest. The
word “cohort” has its origin in the Latin cohors, re-
ferring to warriors and the notion of a group of persons
proceeding together in time. In the past, various terms,
including prospective, follow-up, and longitudinal,
were sometimes used to reflect the temporal sequence
of exposure and disease in study participants, com-
pared with the retrospective sequence of case-control
studies (8, 9). These terms have largely been aban-
doned in the epidemiologic literature, and the term
“cohort study” is used most often.

Cohort studies are also designated by the timing of
data collection, either prospectively or retrospectively,
in the investigator’s time. Studies collecting data on
events that have already occurred have been labeled as

historical, retrospective, and nonconcurrent. The 1995
edition of A Dictionary of Epidemiology (10) offers a
definition for “historical cohort study” and the syn-
onyms of “historical prospective study, nonconcurrent
prospective study, and prospective study in retro-
spect.” To describe these types of studies, the labels
retrospective cohort study and nonconcurrent cohort
study are widely used at present. Among epidemiolo-
gists, there is now close to uniform use of the term
prospective cohort study to refer to studies in which
the investigators observe the events as they occur in
time. Any lingering debate with regard to terminology
should be set aside to avoid unneeded confusion.

EVOLUTION OF THE COHORT DESIGN

The origins of the cohort study can be traced to the
need for information on the length of life and the
course of disease—such information being central in
medical practice and public health and of fundamental
interest to the general population. The earliest life
tables, developed by Graunt and Halley from cross-
sectional mortality data, were intended to project
deaths with aging, inherently acknowledging the pas-
sage of time. In the 19th century, Farr advanced the
use of life tables as an indicator of population health
(11). The emergence of the modern insurance industry
several centuries ago, created the still-existent profes-
sion of the actuarialist whose job is to project risks
(12, 13). The experience of policyholders provided
data for this purpose, and over a century ago insurance
companies pooled data to gain more precise and spe-
cific descriptions of mortality among the insured. A
report published in 1904, the Specialized Mortality
Investigation, pooled the experience of policyholders
in 34 of the largest companies in the United States and
Canada for the years 1870 through 1899. The report
gives tables listing 141,977 deaths along with ex-
pected numbers by classes of impairment, medical
history, and occupation (14, 15). Singer (14) docu-
ments other early studies carried out by the insurance
industry, directed, for example, at asthma and mor-
tality, hypertension and mortality, and obesity and
mortality.

At the turn of the century, tuberculosis was the
leading cause of mortality in the United States. Treat-
ment was accomplished in sanatoriums with a variety
of therapies; exposure to outdoor air and sunshine was
central in the management of the disease. Follow-up
studies, using the design now known as the prospec-
tive cohort study, were carried out to describe the
natural history of the disease in tuberculosis patients
and the consequences of the therapies then in use (16,
17). In one of the earliest of these studies of tubercu-
losis, Brown and Pope (18) traced over 1,000 persons
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discharged from the Adirondack Cottage Sanitarium
(later to become the famed Trudeau Sanitarium).
Brown and Pope used life-table methods and com-
pared patient survival to Farr’s English Life Table no.
3. Sartwell (16) noted that this study was the first
application of the life-table method in a clinical
follow-up study. A similar study was reported in 1910
by Elderton and Perry (19) who described mortality
among patients discharged from two sanatoriums in
England, calculating observed and expected deaths
based on one of Farr’s life tables.

Wade Hampton Frost made several methodological
advances related to cohort studies in his investigations
of tuberculosis. He has been credited with develop-
ment of cohort analysis of vital statistics data, that is,
the separation of age, period, and cohort effects by
stratification of vital statistics or other data on these
time-varying factors. This development arose from his
report on age- and birth-cohort specific patterns of
tuberculosis mortality in Massachusetts for the years
1880 through 1930 (20). In 1930, Andvord (21) had
published a similar but overlooked analysis.

In describing the risk of tuberculosis in 132 black
families in Kingsport, Tennessee, Frost (22) pioneered
the use of the retrospective cohort design. He inter-
viewed family members to reconstruct the household
composition from the time of establishment and then
retrospectively followed the household members to
the present. Frost estimated person-years of “life-
experience” and calculated the age-specific attack
rates for tuberculosis. He also initiated a prospective
cohort study, the Williamson County Tuberculosis
Study; the study was started in 1931 and follow-up
continued through 1955, long after Frost’s death (23).

The more contemporary era of cohort research can
be traced to the late 1940s and early 1950s when
several landmark prospective cohort studies were im-
plemented. Some of these studies continue today: the
Framingham Study, the study of the Japanese atomic
bomb survivors, the study of British physicians, and
the Public Health Service study of Colorado Plateau
uranium miners. These studies were distinguished by
their size and the richness of the data collected and by
the sustained follow-up of participants over decades.
All were implemented to address pressing public
health concerns: the causes of heart disease, the con-
sequences of smoking, and the risk of radiation.

Dawber (24) has chronicled the origins of the Fra-
mingham Study, which was implemented in the late
1940s to address the rising occurrence of cardiovas-
cular disease. The long-term success of the study can
be attributed to the selection of a small and coopera-
tive community, sustained support from the National
Institutes of Health which maintained the study as an
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intramural project, and to the prescience of the original
investigators who established rigorous and standard-
ized protocols for data collection. Data were collected
relevant to testing the principal extant hypotheses con-
ceming etiology, which were listed at the study’s
beginning. As a result, much of our initial understand-
ing of risk factors for cardiovascular diseases was
based on evidence from this study. Supplementary
studies of other diseases capitalized on the opportunity
afforded by having the Framingham population under
follow-up, and offspring of the original cohort have
now been enrolled in a new cohort study that should be
informative on familial factors affecting cardiovascu-
lar disease risk. The longitudinal data on multiple risk
factors necessitated methodological advances, as ap-
propriate multivariate methods had not been available.
For example, Truett and colleagues (25) described
application of discriminant analysis in a 1967 paper.
They predicted 12-year probability of developing cor-
onary heart disease based on levels of seven risk
factors.

Another landmark cohort study, the investigation of
the atomic bomb survivors in Hiroshima and Na-
gasaki, addressed the consequences of ionizing radia-
tion exposure. This population, a group having a
unique and instantaneous exposure, contrasts with the
Framingham Study, a general population study of sev-
eral diseases that tests multiple hypotheses. The two
bombs were dropped in 1945, and investigation of the
medical consequences began almost immediately
thereafter (26). By 1946, a decision had been made to
conduct long-term studies, and the Atomic Bomb Ca-
sualty Commission was established in 1947. In 1975,
this organization was replaced by the Radiation Ef-
fects Research Foundation, still operating, which is
funded jointly by the United States and Japan. Acute
and chronic effects of radiation exposure were already
known but there was little quantitative information
available on the risks of radiation. Radiation doses
from the blasts were eventually reconstructed and se-
lected survivors were entered into a cohort study that
included periodic medical examinations.

This study has become one of the principal sources
of evidence on the cancer risks of acute radiation
exposure; its findings are the underpinnings of radia-
tion standards throughout the world. Soon after the
blast, the occurrence of acute leukemia rose in the
survivors, but after peaking around 1952, the excess
began to decline. By 1960, excesses of solid tumors
were noted and current studies by the Radiation Ef-
fects Research Foundation emphasize risks of these
cancers. In addition to the study’s contributions to the
evidence on radiation risks, the challenges of the lon-
gitudinal data have prompted substantial methodolog-
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ical work directed at such issues as the time- and
age-dependence of radiation risk, the joint effect of
radiation with other factors, and the consequences of
measurement error (27).

In the early 1950s, another key study of a radiation-
exposed special population was implemented: the US
Public Health Service study of Colorado Plateau ura-
nium miners (28). The participants comprised under-
ground uranium miners exposed to radon progeny
released from the uranium ore. Over 3,000 men were
enrolled in this study by 1960, and follow-up, as of
1998, is continuing. Unlike the single exposure of the
atomic bomb survivors, the uranium miners received
continuing exposure throughout employment at a rate
that depended on mining conditions. Consequently,
both the cumulative exposures and the rates of expo-
sure varied over follow-up. This study has been sig-
nificant for its definitive demonstration of the cancer
risk of radon progeny and for the methodological
advances it has fostered on time-varying aspects of
exposure and exposure rate (29). The dataset also
includes information on smoking, and methods have
been developed and applied for characterizing the joint
effects of the two causes of lung cancer—radon and
smoking (30-32).

A number of now well-known prospective cohort
studies were implemented during the 1950s in
~ follow-up of the initial observations from case-control
studies of a remarkably strong association between
cigarette smoking and lung cancer. In starting the
study of British physicians, Doll and Hill (33) com-
mented on the need for more credible, prospectively
collected data in follow-up of the mistrusted retrospec-
tive data of the case-control studies. The prospective
cohort study of British physicians, initiated in 1951,
continues as of 1998. A 1994 report (34) provides the
findings after 40 years of follow-up. The success of
the study reflects the investigators’ foresight in select-
ing a cooperative population that could be readily
followed for mortality, and in using a simple, mailed
questionnaire to periodically assess smoking by the
participants. Other key investigations on smoking in-
cluded the American Cancer Society’s Nine-State
Study of approximately 188,000 persons (35) and the
study of US veterans (36). By 1964, findings from
eight prospective cohort studies on smoking and dis-
ease were available for review by the Surgeon Gener-
al’s advisory committee (37).

Case and colleagues (38) reported the prototype
retrospective cohort study in 1954. Following up on
the hypothesis that aniline-based dyes increased risk
for bladder cancer, Case et al. developed a roster of
exposed workers in the United Kingdom from 1920
forward and identified bladder cancer cases and

deaths. This study showed the feasibility of retrospec-
tive cohort studies when the needed records are avail-
able; this design was soon to be widely used for
worker groups for whom records documenting em-
ployment and exposures were available.

Many cohort studies, both prospective and retro-
spective in timing, were implemented widely begin-
ning in the 1950s and 1960s. These early studies often
proved to be landmarks for particular diseases and
exposures: Doll’s study (39) of workers in an asbestos
textile factory, the study of Selikoff et al. (40) of US
insulation workers, the American Cancer Society’s
Cancer Prevention Study I (41), and the study of
Fletcher et al. (42) of lung function in workers in
London are examples. In conducting the Cancer Pre-
vention Study I, the American Cancer Society used
volunteers to enroll one million participants, establish-
ing feasibility and demonstrating the strength of evi-
dence from large cohort studies. Further general pop-
ulation studies of multiple chronic diseases, following
the model of Framingham, were implemented in
Tecumseh, Michigan (43); Evans County, Georgia
(44); Alameda County, California (45); and Washing-
ton County, Maryland (46). In the Washington County
study, serum was stored so that serologic markers
could be examined as predictors of disease risk; this
study model represents an early application of the
research approach now referred to as “molecular epi-
demiology.”

The current era of large, focused cohort studies
dates to the 1970s. With deepening understanding of
risk factors for chronic disease, cohort studies were
typically designed to collect extensive information on
exposures and to follow participants rigorously for
outcomes. In the Tucson, Arizona, study of respiratory
diseases, for example, participants visited a central
clinic annually for an evaluation that included ques-
tionnaires, lung function testing, skin testing, phlebot-
omy, and other evaluations (47). In the United States,
the National Institutes of Health has taken the lead in
establishing multicenter prospective cohort studies,
particularly in the area of cardiovascular disease—for
example, the Atherosclerosis Risk in Communities
Study, (48), the Cardiovascular Health Study (49), and
the Strong Heart Study (50). These multisite studies
gain external validity by drawing participants from
communities across the United States. Data collection
is standardized and data are accumulated, evaluated,
and managed at central coordinating centers.

Opportunities for data linkage have now facilitated
the conduct of cohort studies. Using record linkage
approaches, researchers can match lists of exposed
individuals for outcome against death indexes and
disease registries. Pioneering cohort studies based on
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this approach were conducted in Canada, where a
mortality register of deaths back to 1950 has been
available for matching and establishing vital status and
cause of death (51). The National Health and Nutrition
Examination Survey, conducted by the National Cen-
ter for Health Statistics, has been given a longitudinal
component by linkage against death certificates and
additional follow-up data collection (52).

Contemporary reminders of the strength of evidence
from cohort studies are abundant. The Nurses’ Health
Study, started in 1976 to investigate risks of oral
contraceptives, has become one of the principal
sources of observational data on diet and disease (53).
Drawing on the lessons learned in the study of British
physicians, the Nurses’ Health Study incorporates a
cooperative participant group familiar with completing
questionnaires, a mailed approach for data collection,
and active and passive follow-up for outcome. The
investigators have even been able to collect biologic
specimens from participants.

Shortly after the recognition of the disease now
referred to as AIDS, plans were made for a cohort
study to characterize the natural history of the disease
and the determinants of prognosis. The Multicenter
AIDS Cohort Study, implemented in 1984, comprised
a cohort of close to 5,000 homosexual men in four
cities (54). The implementation of the study antedated
the identification of the causal virus, human immuno-
deficiency virus 1 (HIV-1), but the study included the
collection of complete clinical data and the storage of
blood specimens every 6 months. Over time, this re-
pository of information and specimens has been re-
peatedly used to address determinants of risk for AIDS
and prognostic factors. For example, a 1997 publica-
tion addresses viral load and the course of disease, an
application unanticipated at the study’s beginnings (55).
In parallel to the evolution of cohort studies for cardio-
vascular diseases mentioned above, in 1994 a major
cohort study on women, the Women’s Interagency HIV
Study, was assembled to characterize the natural history
of HIV so that comparison and gender-specific infer-
ences could be reached.

Methodological advances have been motivated by
the complexity of analyzing data from cohort studies.
Many of these advances, reviewed below, have come
from collaborations between epidemiologists and bio-
statisticians, as they addressed challenging longitudi-
nal data generated by cohort studies. A key advance in
design was the development of sampling methods for
efficiently assessing the relation between exposure and
outcome. These designs are particularly valuable
for relatively infrequent outcomes. The nested case-
control study compares exposures of cases of the disease
of interest with controls drawn from the remainder of
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the cohort at the time the case developed the disease
(56, 57). In the case-cohort design, covariate data are
fully developed for cases and for a random sample of
the full cohort, drawn at the start of the study (58).
When properly analyzed, these designs yield unbiased
estimates of the relative risk, even though the full suite
of covariate data needs to be developed only for a
sample of the participants.

Cohort studies, of course, have potential limitations.
The use of the retrospective design is possible only if
historical data of adequate quality are available. The
prospective design is successful only if adequate
follow-up of participants can be maintained. Repeated
data collection, often warranted for scientific pur-
poses, may be constrained by feasibility concerns,
costs, and participant burden. Bias that is differential
over time may complicate the interpretation of find-
ings of a cohort study. Information bias may vary in its
effect over the cause of data collection due to the
sometimes subtle drifting of the quality of data collec-
tion. Apparent time-dependent effects may occur as a
result. Selection bias may also be differential over
time from losses to follow-up (59). To date, there has
been little systematic consideration of the time-
specific biases that may affect cohort studies.

OBJECTIVES OF ANALYTICAL METHODS FOR
COHORT STUDIES

The analysis of data collected in cohort studies is
determined by 1) the specification of the substantive
question to be answered; 2) the consideration of the
nature of the outcome or measure of disease occur-
rence (e.g., time-to-event, change in marker measured
repeatedly); and 3) the nature of the exposures and
covariates of concern and their relations with the out-
come. An analytical model needs to be selected that is
appropriate for the substantive question and for the
nature of the outcome data, including the specific
parameters quantifying the association between expo-
sure and disease. Once a model is selected, the analyst
uses statistical procedures for the extraction of infor-
mation contained in the data at hand. Methods based
on the likelihood principle are widely used for this
purpose. Likelihood-based procedures estimate the un-
known parameters with the values that make the data
at hand the most likely to have been observed (i.e.,
maximum likelihood principle); they also permit the
determination of how deviant the likelihood under the
estimated parameters is from the likelihood of the data
under the assumption that no relation exists between
exposure and disease (60). A large deviance between
the maximum likelihood based on the data and the
likelihood under the null assumption of no exposure/
disease association casts doubt on this null hypothesis.
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p-Values have been widely used in epidemiology to
quantify how unlikely the data observed are under the
null hypothesis. The more unlikely, then the stronger
is the doubt as to the validity of the null hypothesis.
Most of the regression methods reviewed here are
based on the maximum likelihood principle or an
extension, e.g., quasi-likelihood.

Data for a cohort study include, as a minimum, the
follow-up experience of each participant and the status
of each participant with regard to the occurrence of the
event(s) of interest. Even the most basic cohort data
include multiple dimensions of time: calendar time,
age, and time on study. Exposures may vary over time
as may confounding and modifying factors (figure 1).
The contemporary study may thus include multiple
time-dependent variables, and even the outcome mea-
sure may vary over time or occur multiple times, as in
the example of some infections. The analytical chal-
lenges of such data have been addressed by innovative
biostatistical methods developed mostly during the last
two decades.

Common to other epidemiologic study designs, the
primary objectives of the analysis of data from cohort
studies are 1) to summarize and 2) to compare. One
fundamental measure of disease occurrence in a cohort
study is the incidence rate. We summarize main fea-
tures of cohort data by graphic and tabular displays of
measures of location and scale. Summary measures of
location include the mean and median, and summary
measures of scale include the standard deviation and
interquartile range, which may be summarized within
exposure groups and compared across groups. The
procedures that are linked to proper summarization are
the extensive methods developed under the rubric of
estimation in the statistical literature (61). Another
useful, although frequently overlooked, procedure
for summarizing is the graphic depiction of data, a
method now strengthened by current hardware and
software (62).

Comparison of the frequency of disease occurrence
in exposed and unexposed individuals is a primary
objective of cohort studies. An underlying and funda-
mental assumption for valid epidemiologic inference
is that the exposed and unexposed groups are compa-
rable with respect to any other factors that may explain
the heterogeneity of disease occurrence and that are
related to the exposure and the disease. In clinical
trials, randomization leads to comparability, but in
cohort (observational) studies, comparability needs to
be achieved by design or in analysis by stratification
and/or regression. Advances in statistical methods
have greatly augmented our capacity to meet this
primary analytic goal while fully considering the tem-
poral structure of data.

EVOLUTION OF METHODS FOR THE ANALYSIS
OF COHORT STUDIES

In this section, we review the advances in analytical
methods for the basic outcome measures in cohort
studies: time-to-event and repeated measures of mark-
ers of disease progression. The past 20 years have
witnessed the development and wide application of
multivariate methods for the elucidation of factors
explaining the variability of hazard of disease (i.e.,
survival analysis), and of trajectories of markers of
disease progression measured repeatedly over time
(i.e., longitudinal data analysis). For studies using
time-to-event as the primary outcome, the longitudinal
data on markers are treated as covariates, with a typ-
ical substantive question being the distribution of
event-free times based on marker values (e.g., AIDS-
free times according to amount of HIV in blood and
level of immune deficiency (55). Conversely, for stud-
ies using change of markers as the primary outcome,
the time-to-event is treated as a covariate, with a
typical substantive question being the effect that the
occurrence of an event (disease) has on the trajectory
of a marker (e.g., loss of homeostasis of total T-cell
count with the imminent onset of AIDS (63)). The
close interrelations between time-to-event and re-
peated measures of markers in cohort studies have
opened an active area of current research to combine
the two sets of information into a unified framework.

Prior to the 1970s, analyses of cohort data were
based primarily in life-table methods and stratified
approaches for handling confounding and evaluating
effect modification. Binary variables were the princi-
pal outcome measures of concern. The methods first
applied to cohort data for multivariate analyses, dis-
criminant analysis, and logistic regression, while ap-
propriate for binary data, did not explicitly incorporate
time. These methods, now known to be more appro-
priate for data that are cross-sectional in time, are not
considered further in this review.

In 1972, D. R. Cox published a seminal paper on
regression methods for time-to-event data (64), pro-
viding the basis for what is now widely known as
proportional hazard regression models in survival
analysis. This method has the strength of needing no
assumption as to the form of the hazard of disease in
the unexposed reference group. The hazards of other
groups under different exposures are modeled as mul-
tiples of the hazard (relative hazards) of the reference
group. Measures of relative hazards between groups at
all times at which events occur are combined into an
overall estimate of the relative hazard (3).

The 1970s also witnessed the full development of
Poisson regression methods for the analysis of events-
in-person-years data (2). These methods are particu-
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larly useful for the analysis of trends and changes in
incidence of disease over calendar time; they are of
great utility for data in which a specific time origin is
not well defined or not of interest. These methods are
suitable for data obtained in cohort studies, which
provide the number of events and the person-years at
risk for the event(s) of interest. Cox and Poisson
regression methods are closely linked and, in most
cases, they give similar results.

The decade of the 1980s witnessed the development
of methods for the analysis of markers of disease
progression observed repeatedly for participants in
cohort studies (e.g., forced expiratory volume, a lung
function measure, in cohort studies of respiratory dis-
eases; blood pressure in cohort studies of cardiovas-
cular disease; and CD4 cell count in cohort studies of
infectious diseases). The methods, developed for the
analysis of levels of markers over time and of trajec-
tories of change, are now widely used and defined as
the methods for the analysis of longitudinal data (5).

Methods for the analysis of longitudinal data can be
broadly classified into three groups: marginal, transi-
tion, and random effects models which address distinct
epidemiologic questions. The marginal approach com-
bines the multiple cross-sections corresponding to data
collected at cohort study visits to provide the most
efficient summary of the relations between prevalence
of disease (binary outcome) or other mean response
and the prevalence of exposure. In this approach, the
longitudinal element is typically incorporated by
including age or time since baseline as a covariate in
a regression model. Approaches for the incorporation
of the correlation between repeated measurements
within individuals include parametric (65) and non-
parametric methods, the latter handling the correlation
as a nuisance (66).

Transition models regress current outcome on past
values of the outcome, and on current and previous
exposures. Classic Markovian models for binary out-
come data were introduced to epidemiologists in 1979
(67), and applied, for example, in 1980, to a study of
air pollution and asthma (68). Extensions for the con-
tinuous outcome were used for the study of the effect
of cigarette smoking on respiratory function (69).

Random effects models allow each individual to
have unique regression parameters (e.g., intercept and
slope) according to components of variance, and pro-
vide direct averages of rates of change across individ-
uals. Methods for random effects models have been
provided for Gaussian outcomes (70), binary outcomes
(71), and for event-in-person-years outcomes (72).

Another advance in methods for cohort studies dur-
ing the 1980s was the extension of regression trees
methodology to survival data (73, 74). Regression
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trees are extremely flexible for handling interactions
and are very effective for communicating epidemio-
logic inferences to wide audiences. The primary con-
cern is that their flexibility may result in inferences
that are too specific to the data at hand and, therefore,
are of limited generalizability.

The first quinquennium of the 1990s witnessed the
dissemination of a unified framework for linear mod-
els (75) under which linear, logistic, Poisson, and
many survival regression models could be viewed as
specific cases of generalized linear models. Extension
of this framework also allowed for relaxation of as-
sumptions and triggered the development of quasi-
likelihood methods. These new methods can account
for different variance structures and can handle nui-
sance correlations using robust methods for appropri-
ately estimating standard errors. In parallel to these
advances, graphic procedures have been substantially
improved with the availability of smoothing algo-
rithms and the development of additive models that
free regression models from the usual linear assump-
tions (76). These generalized additive models are es-
pecially useful for summarizing data but are somewhat
limited for comparison and determination of measures
of differences in a probabilistic framework.

During the early 1990s, methods were also devel-
oped that allowed for late or staggered entries into
observation in a cohort study. Using these methods,
the analyst can select the most appropriate time scale
from a biomedical perspective, not only time-on-
study, and can describe the occurrence of disease in
person-years and thereby address incidence—the fun-
damental measure of disease—directly. The unit of
analysis becomes individual-periods-at-risk, as opposed
to the individual.

These new methods for late entries have been used
for juxtaposition of incident and prevalent cohorts
(77), and analysis of time-varying exposures whereby
follow-up time is partitioned into as many individual
periods as changes in exposure are recorded (78).
They control for the survival bias that can be intro-
duced by classifying persons as never or ever exposed.
They also facilitate proper inferences regarding inter-
mediate events that actually increase the hazard of the
event but that may appear protective under improper
analysis because the intermediate events occur only
after some period of time. In another application, the
methods for late entries can be used in evaluating
effectiveness of therapies over time by considering
calendar time as an external time-dependent exposure.
The hazards can be compared for individuals who
reach the same duration of time at risk in different
calendar periods (79).

Beginning in the 1980s, Cox regression has been

20z 1udy /1 uo 1sanb Aq | 1 L00%/L/L/0Z/2191e/A8iIde/Ww00 dNo"oIWBPEDE//:SARY WO POPEOJUMOQ



8 Samet and Mufioz

widely used to estimate the relative hazard. It was
initially applied to cancer clinical trials which have the
objective of assessing efficacy of therapies in the
setting of a high underlying hazard and, consequently,
there was little interest in describing the underlying
hazard. In this context, proportional hazard methods
were ideal because the underlying hazard is allowed to
be arbitrary. However, in cohort studies the underlying
hazard itself is generally of interest, particularly in
studies describing the natural history of diseases; for
example, the hazard of AIDS at different intervals
since infection with HIV. Regression under parametric
models (e.g., lognormal) provides direct measures of
the underlying hazard and, more importantly, of rela-
tive percentiles (78, 80, 81). Relative percentiles or
relative times compare exposure groups according to
the ratio of the times over which a given percent of
individuals in the groups under different exposures
develop the disease. These methods are also consonant
with the renewed interest in quantifying the disease-
free years at the population level that an intervention
may produce (79).

The use of nested designs and the development of
related analytic techniques is another major advance.
The primary objective of nesting substudies within a
cohort is to use all the cases of interest but only a
subsample of the noncases so that validity is not com-
promised and precision is adequate. The two most
widely used approaches are the nested case-control
and case-cohort substudies; the primary distinction
between the two is the timing of the selection of a
comparison group from the noncases. Analytical
methods for the analysis of nested studies are readily
available; namely, conditional logistic regression for
nested case-control studies and Cox regression with
staggered entries and robust methods for calculation of
standard errors for nested case-cohort studies (82). An

alternative method for nesting studies is based on
trajectories of markers of disease progression (i.e.,
stable versus fast progressors) (83).

Table 1 provides a summary of the analytical meth-
ods for cohort studies reviewed here. Software is
widely available for the implementation of different
methods, and several statistical packages, including
SAS (SAS Institute, Cary, North Carolina), Splus (Sta-
tistical Sciences, Inc., Seattle, Washington), STATA
(Stata Corporation, College Station, Texas), and
EGRET (Cytel Software Corporation, Cambridge,
Massachusetts), provide procedures, functions, and
commands to carry out analysis of data from cohort
studies. For example, analysis of cohort studies with
staggered entries can be equally accomplished by the
PROC PHREG of SAS; the survfit, coxph and Surv
functions of Splus; the stset with the tO option and
stcox functions of STATA; and the menu-driven op-
tions of the Kaplan-Meier and Cox regression modules
of EGRET (84).

An important advance in the last 10 years has been
the development of methods to incorporate measure-
ment error into the analysis of cohort data (85, 86).
The application of these methods requires the appro-
priate design of validation/reproducibility substudies
within cohort studies. Unfortunately, in many cases
these studies are not properly designed or their results
are not properly incorporated in the analysis of the
core questions in cohort studies. These methods hold
promise as a partial solution to the persistent problem
of measurement error.

In this section we have reviewed the advances in
analytical methods for time-to-event and repeated
measures of markers as two separate fields. An area of
active methodological research since the mid 1990s
has been the unification of time-to-event (survival
analysis) and repeated measurement methods (longi-

TABLE 1. Overview of analytical methods for cohort studies
Comparison Measure
Summary
Outcome measure Exposed/unexposed Multiple of

(2-sample) (regression) assocation

Events in person-years Incidence rate (O-E)zvar Poisson Relative incidence

Time to event Kaplan-Meier/maximum Logrank or Mantel- Proportional hazards/

likelihood estimates Haenszelflikelihood parametric Relative hazard/relative

Time to event;
exposures changing

Case in nested case-
control

Case in nested case-
cohort

Intermediate outcome
repeatedly measured

Extended Kaplan-Meier
Proportion exposed
Proportion exposed

Change

ratio test

Extended logrank

Paired chi-square or

McNemar

(Robust) logrank

percentile or time
Proportional hazards, Relative hazard
staggered entries
Conditional logistic Odds ratio
Proportional hazards, Relative hazard
staggered entries
Regression for correlated Differences in change
data; marginal, over time
conditional, random
effects
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tudinal data analysis). Both types of data have incom-
pleteness or missing data, and the nature of incom-
pleteness is often informative (e.g., individuals with
low values in markers cease to provide longitudinal
data due to imminence of disease onset). The devel-
opments for the handling of missing data have gener-
ated promising approaches for a unified framework
(87-92). These methods are certain to advance.

AN EXAMPLE: NATURAL HISTORY OF HIV
INFECTION AND THE MULTICENTER AIDS
COHORT STUDY

In this section, we illustrate the application of ana-
lytical methods for cohort studies in the context of the
natural history of HIV infection, drawing on the Mul-
ticenter Aids Cohort Study. It is included in this re-
view as an example of the great utility of cohort
studies contributed by epidemiologic research to the
overall goals of science and public health. There are
numerous comparable examples in cohort studies of
cancer, cardiovascular disease, and occupational and
environmental agents.

Figure 2 depicts the key events in the natural history
of HIV infection that take place during a cohort study
of an at-risk population. On enrollment, some individ-
uals would enter with antibodies to HIV (i.e., sero-
prevalent), and of those who enter seronegative, some
would become infected during follow-up (i.e., sero-

HIV Seroprevalent (SP)
(N=2,195)

converters). Both seroprevalent individuals and sero-
converters are subject to progressive immune suppres-
sion and opportunistic infections as a consequence of
infection with HIV. These key natural history events
shown can be linked to specific epidemiologic aims
for which different analytical methods are pertinent
(figure 2, table 2). Although the table is specific to the
natural history of HIV infection as elucidated by a
particular cohort study, it illustrates the scope of ana-
lytic endpoints in a cohort study and gives examples of
the methods used for the different types of data perti-
nent to specific scientific aims.

In 19841985, a cohort of 4,954 men was recruited
into the Multicenter AIDS Cohort Study in Baltimore,
Maryland, Chicago, Illinois, Los Angeles, California,
and Pittsburgh, Pennsylvania. To increase minority
enrollment, an additional 625 men were recruited from
1987-1991, of whom 433 (69.3 percent) were non-
Caucasian, and an additional 43 seroconverters from
Pittsburgh were also recruited at the same time. The
entire Multicenter AIDS Cohort Study cohort, there-
fore, consists of 5,622 men, of whom 2,195 (39 per-
cent) were seroprevalent for HIV at entry. All men
were followed up every 6 months, and serologic tests
for HIV antibody were routinely done at each visit. Up
to July 1, 1997, 551 men had known dates of last
negative and first positive visits for HIV (i.e., sero-
converters). Through July 1997, 1,400 and 244 AIDS

HIV Seronegative (SN)
(N=3,427)

!

HIV Seroconverter (SC)
{N=551)

IMMUNOSUPPRESSION

|

AIDS
(N=1,644)

!

DEATH
(N=1,452)

FIGURE 2. Descriptive statistics of participants in the Multicenter AIDS Cohort Study, 1984-1997.
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TABLE 2. Analytical methods for cohort studies; epidemiology of human immunodeficiency virus (HIV)
infection in gay men, Multicenter AIDS* Cohort Study, 1984-1997

Aim Method

Reference(s)

Prevalence of infection (SP*)
Incidence of infection (SC*)

Immunosuppression (CD4+)

Incubation (SC to AIDS)

Markers and disease
progression
(Viral load, CD4 to AIDS and
death)

Survival (AIDS to death)

Incidence of specific AIDS
diagnosis by period

Risk factors for fast progression
to AIDS

High nsk behavior

Logistic regression
Poisson regression

Regression for continuous
cormrelated data

Lognormal regression
Juxta-analysis: incident
plus prevalent subcohorts

Cox regression

Regression trees

Cox regression

Poisson regression
Conditional logistic regression

Regression for categorical

Chmiel et al. (93)
Kingsley et al. (94)

Margolick et al. (95)
Mellors et al. (55)

Muiioz and Xu (78)
Munoz et al. (77, 97, 98)
Taylor et al. (99)

Fahey et al. (100)
Enger et al. (101)
Mellors et al. (55)

Jacobson et al. (102)
Mufioz et al. (103)

Phair et al. (104)

Gange et al. (105)

correlated data

Effectiveness of AIDS therapies
entries

Long-term survivors and
pathogenesis of HIV ers

Cox regression with staggered

Nested studies based on mark-

Muioz and Hoover (106)
Detels et al. (79)

Mufioz et al. (107)
Gange et al. (108)

* SP, seroprevalent; SC, seroconverters; AlDS, acquired immunodeficiency syndrome.

cases had been observed among the seroprevalent in-
dividuals and seroconverters, respectively. Among the
1,644 AIDS cases in HIV-positive individuals, 1,452
have died. Table 2 provides references based on the
Multicenter AIDS Cohort Study data using specific
analytical methods for corresponding scientific aims.

In an initial cross-sectional analysis, Chmiel et al.
(93) used logistic regression to relate the odds of being
seroprevalent for HIV to a constellation of putative
risk factors, including sexual behavior, demographic
characteristics, and history of other infectious dis-
eases. It is noteworthy to point out that the serostatus
at baseline in 1983-1984 could only be assessed ret-
rospectively, since the test for HIV first became avail-
able in late 1985 and testing was performed on blood
samples kept in a national repository. This example
shows the great utility of storing samples collected
prospectively in cohort studies.

To describe the incidence of infection, Kingsley et
al. (94) modeled the number of seroconversions as a
Poisson variable in strata defined by calendar, age, and
ethnicity. At the time of publication in 1991, there was
a suggestion of rising incidence over time, but subse-
quent follow-up did not confirm a trend and the rates
of seroconversion remained low up to 1995, when
follow-up of seronegative participants was confined to

a small portion of the full cohort of seronegative
participants.

The longitudinal data collected on CD4-cell count, a
marker of immunodeficiency caused by infection with
HIV, were used to characterize CD4 trajectories of
individual participants. Margolick et al. (95), using the
simplest case of random effects models (i.e., random
intercept), documented that the total T-cell count re-
mains fairly constant during the course of HIV infec-
tion up to approximately 1-5 years prior to the occur-
rence of AIDS, when it declines precipitously. These
observations led to the postulate that homeostasis of
the total T-cell count fails prior to the onset of AIDS.
Mellors et al. (55) used random regression (i.e., inter-
cept and slope follow a bivariate normal distribution)
to show the very close relation between viral load at
one time point and subsequent decline of CD4 cell
count. These data were used to define the principles of
HIV therapy now endorsed by the United States Public
Health Service (96).

As for all infectious diseases, the incubation period
of AIDS is of central interest. To describe the incuba-
tion period of AIDS and the corresponding hazard of
AIDS at different durations of infection, Mufioz and
Xu (78) showed that the lognormal model and regres-
sion were appropriate. This and several other reports
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(97-99) on the AIDS incubation period in Multicenter
AIDS Cohort Study participants combine data from
incident and prevalent cases. These data can be com-
bined by using an extension of Kaplan-Meier and Cox
regression methods so as to consider at risk for AIDS
only those individuals who have already entered into
observation. Since this actually corresponds to a jux-
taposition of the two subcohorts, the authors have
suggested the name juxta-analysis for this type of
approach (77).

Cox regression methods have been widely used to
describe predictors of disease progression, generally
measured by the length of AIDS-free survival time. In
a seminal report, Fahey et al. (100) evaluated the
prognostic value of three cellular and five serologic
markers that are affected by infection with human
immunodeficiency virus. As new methods were devel-
oped in 1995 to reproducibly quantify plasma viral
load, Multicenter AIDS Cohort Study investigators
used samples stored in the third semiannual visit
(around September 1985) to assess viral load and
natural history; Mellors et al. (55) showed that plasma
viral load was the single best predictor of progression
to AIDS and death; and using regression trees meth-
odology (73, 74), the investigators showed that the
prognosis of HIV-infected persons is more accurately
defined by combined measurements of plasma HIV
RNA and of CD4 lymphocytes. Enger et al. (101)
estimated the expected survival time by calendar pe-
riod before (1985-1988) and after (1989-1993) the
widespread availability of AIDS treatments, and by
stage of HIV disease quantified by the CD4 cell count
at the beginning of each of the periods. In addition,
Jacobson et al. (102) documented the changes in sur-
vival after AIDS in periods covering the years between
1984 and 1991.

Cohort studies have the substantial advantage of
describing the incidence of different outcomes of in-
terest. Mufioz et al. (103) used Poisson regression
methods to describe the incidence of six groupings of
the conditions that define AIDS. The investigators
documented the effectiveness of Pneumocystis carinii
pneumonia prophylaxis, showing a significant decline
of the incidence of P. carinii pneumonia during
follow-up of Multicenter AIDS Cohort Study partici-
pants. This decline was concomitant with upward
trends of other opportunistic infections.

Phair et al. (104) nested a case-control study within
the Multicenter AIDS Cohort Study to explore factors
that may identify seroconverters who rapidly progress
to AIDS. Consonant with the matched design of the
study, they used conditional logistic regression to an-
alyze the data, finding that high-risk behavior prior to
seroconversion was related not only to the risk of
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infection but also to the risk of fast progression after
infection. High-risk behavior is of interest as an out-
come itself. Analytical challenges posed by behavioral
data over time have led to methodological develop-
ments for regression methods for categorical corre-
lated data (105).

Methods for cohort studies with staggered entries
are also useful for the evaluation of effectiveness of
AIDS therapies. Muiioz and Hoover (106) and Detels
et al. (79) have analyzed the Multicenter AIDS Cohort
Study data to determine if therapies as used by par-
ticipants increase disease-free periods and/or survival.
These analyses use calendar period as an external time-
dependent covariate and as a proxy measure of relative
intensity of exposure to antiretroviral therapies.

Based on the trajectories of markers of disease pro-
gression, cohort studies offer the possibility of com-
paring subgroups of individuals who exhibit different
trajectories of markers in spite of starting at the same
level (107). Furthermore, individuals who exhibit a
stable profile during the first part of a cohort study
could subsequently exhibit heterogeneous progression
toward disease. These data offer the possibility of
comparing late progressors with consistent nonprogres-
sors, using a case-control study, in which cases and
controls are matched longitudinally, thus presenting a
hybrid of the case-control and cohort designs (108).

EPILOGUE

We have reviewed the evolution of the cohort study
from the substantive and methodological perspectives,
and have illustrated how different methods have been
useful for the key epidemiologic aims in cohort stud-
ies, using studies of HIV infection as our example.
Because of their longitudinal nature, cohort studies
offer an invaluable resource for the elucidation of
disease pathogenesis. Cohort studies have provided
fundamental knowledge for prevention strategies and
have been a comerstone of public health and policy.
Methodological advances continue to strengthen this
design and facilitate our understanding of how multi-
ple factors acting over time can determine the etiology
and natural history of disease.
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