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## INTRODUCTION

In population-based cohort studies, a sample, or even the entirety, of a defined population is selected for longitudinal assessment of exposure-outcome relations. Because of their typically high cost and logistic complexities, population-based cohort studies generally evaluate multiple hypotheses, some defined a priori as well as some suggested in the course of the study either based on interim analyses or on advances in the field, particularly when data are repeatedly collected on cohort members. Perhaps the most often cited justification for conducting a population-based study is its external validity-that is, the applicability of its results to a defined population.

The study of a cohort which is representative of a defined population offers three additional advantages. 1) It allows the estimation of distributions and prevalence rates of relevant variables in the reference population (information on risk factors is used for the calculation of population attributable risks) (1). 2) Risk factor distributions measured at baseline in a study involving periodic examinations of the cohort can be compared with distributions in future crosssectional samples so as to assess risk factor trends over time (2). 3) A representative sample is the ideal setting in which to carry out unbiased evaluations of relations, not only of confounders to exposures and outcomes, but also among any other variables of interest, even those which were not specified in the original study hypotheses.
This review will briefly summarize some key features of population-based cohort studies, and then the main rationale for conducting these studies, that is external validity, will be discussed.

[^0]
## DEFINITION OF THE POPULATION

Sampling frames for population-based cohort studies include any well-defined population. Such populations encompass those that are defined by geographic boundaries (e.g., the Atherosclerosis Risk in Communities (ARIC) study cohort (2)) as well as those defined by other criteria, such as membership in health maintenance organizations (e.g., studies conducted among Kaiser Permanente enrollees (3)) or occupation (e.g., studies of occupational cohorts). For space reasons, however, this review will focus mostly on geographically-defined cohort studies (e.g., the Framingham study).

## SAMPLING AND RECRUITMENT

Although it is sometimes possible to study whole populations, particularly when record linkage on a population basis can be done (e.g., the Washington County, Maryland, studies linking total population census to cancer registry data (4)), most populationbased studies cohorts are based on probability samples of the reference populations. The exact sampling approach, however, varies from study to study, or even among sites in the same study. For example, in one of the sites of the ARIC study, Washington County, two sources were used for comprising the population frame, a private population-wide census and a list of individuals possessing driver's licenses provided by the local motor vehicle administration office (2). In other sites, the ARIC cohorts were identified by means of area sampling (Forsyth County, North Carolina) or ascertainment of persons eligible for jury duty, that is, with driver's licenses, voter registration cards, or identification cards (selected suburbs of Minneapolis, Minnesota).

Other strategies for selection of a representative cohort include telephone or door to door recruitment, such as done in the Coronary Artery Risk Development in Young Adults (CARDIA) study (5); and for studies involving elderly cohorts, the Medicare eligibility lists of the Health Care Financing Administration (HCFA) have often been used as a sampling frame (6). As discussed later in this review, attempts at
including representative cohorts through random sampling are often marred by poor response rates at baseline and losses during follow-up.

It is important to point out that the extent to which a cohort sample is representative of the total reference population depends on the completeness of the population frame available to the investigator. For example, if a substantial proportion of the reference population does not have a drivers' license, and if those who are licensed differ from those who are not licensed, use of motor vehicle administration listings, such as done in one of the ARIC field centers (2), will not result in a representative cohort sample. To cite another example, when selecting the cohort by random digit dialing, the strategy often relies on the unwarranted assumption that those who have telephones in their homes comprise a representative sample of the total reference population (7). An additional important consideration is whether sampling fractions varied for different subgroups of the reference population, making it necessary to use sample weights when estimating average population parameters based on the cohort.

## Maximizing cohort recruitment

The selection of a random sample is merely the first step toward achieving cohort participation. The importance of keeping good relations with the community was recognized by the original Framingham investigators, who established an "executive committee" broadly representative of the various groups in the community (8). Such committees provide a mechanism to involve cohort participants in the discussions of the public health, logistics, and ethical aspects of the study. Translating key results into lay people's language, which can then be communicated to cohort participants (for example, by means of mass media approaches or newsletters) is yet another strategy to improve initial participation and minimize losses to follow-up. In studies where a large portion of the cohort participants is expected to develop health problems leading to participants' inability to come to the study clinics, visits to study sites can be replaced with home visits using simplified procedures.

Another important strategy relates to securing the support of health care providers in the study communities, particularly in view of the need to refer cohort members with values of key health variables outside normal bounds (e.g., systolic blood pressure levels $\geq 140 \mathrm{mmHg}$ ) to these providers. In this context, investigators and staff should underscore to the health care providers that health care is not provided to cohort participants by the study and that the data are being collected for research purposes only. In the Framingham study, the joint charges of a "professional
committee" of physicians and dentists and the "executive committee" formed by community representatives aptly summarize the main issues related to community participation in population-based studies: 1) to assist in planning a program which would be acceptable to the community, 2) to interpret the goals of the study in a way that would be understandable to the community, and 3 ) to bring community leaders into active participation in the organizational aspects of the study (8).

## DATA COLLECTION AND FOLLOW-UP

In population-based cohort studies, the best strategy to avoid medical surveillance bias when obtaining data on outcomes (9) is to carry out systematic, standardized, and periodic data collection procedures on all, or a sample of, cohort members regardless of exposure status.

As for cohort studies in general, data collection in population-based studies relies both on linkage with available databases (e.g., hospital records, death certificates, cancer registries) and on procedures designed especially for ascertaining study variables. Examples of the former are the Washington County studies taking advantage of community-wide data collected as part of previous or ongoing studies, two population censuses carried out in 1963 and 1975, and a cancer registry (4). Serum and data banks are, for example, available for population-based studies done in 1974 ("CLUE I") and 1989 ("CLUE II") which included close to 26,000 and 33,000 individuals, respectively. Data from these sources have been cross-linked as well as linked to death certificate data and data from other population-based studies, thus allowing prospective and nested case-control examinations of numerous hypotheses (10-12).

As an example of an historic cohort study using available data from the Washington County censuses of 1963 and 1975 and county-wide mortality data, Helsing et al. (13) assessed the relation of widowhood to survival between the census years. The populationbased nature of this inexpensive study lent considerable credence to its principal finding that widowed men, but not women, when compared with their married controls, had a shortened survival. Study participants were not followed up individually, but because a 5 percent sample of households included in the 1963 census was contacted 8 years later to ascertain their vital status and residence, it was possible to adjust the population figures in the study of Helsing et al. (13) for losses. This lead Comstock et al. to remark that "while the need for. . individual follow-up is often cited as a necessary evil of prospective studies, it is not necessarily so" (4, p. 1027).

In other population-based cohort studies, data collection procedures have to be exclusively designed for the study purposes. For example, in the ARIC study, data on putative and hypothesized risk factors are obtained for all cohort members in study clinics at 3 -year intervals (2). In addition, data collection procedures are carried out between clinic visits, including annual telephone interviews and ongoing death certificate and hospital record searches.
When cohort studies involve periodic contacts with study participants, it is possible to change the information collected from contact to contact, thus making it easier to test new hypotheses. For example, in the ARIC study, cognitive function tests were applied in follow-up visits, but not at baseline (14). For some variables, it may not be necessary to collect information in each contact; this decision depends, among other considerations, on their relative importance and rate of change over time. For "stable" variables, such as educational level in middle aged or elderly subjects, baseline information may be sufficient. Data needed to assess the comparability between individuals who are subsequently lost to follow-up, and those who are not, must also be obtained in every contact. In cohort studies involving both home and clinic visits, the protocol should specify key variables to be collected in the home, lest the cohort participant fail to come to the study clinic; this consideration is particularly important in studies of elderly cohorts (6).
The need for high quality, standardized data collection procedures makes quality assurance and quality control key activities in population-based cohort studies, particularly those including multiple sites $(2,5,6)$ and, thus, multiple data collectors.

## CASE-COHORT DESIGN AND NESTED CASE-CONTROL STUDIES

Both the population-based and nonpopulation-based cohort study designs are ideal settings in which to test hypotheses by means of nested case-control analyses, as they meet the major assumption inherent in casecontrol studies with reasonable certainty, that cases and controls originate from the same reference population (4). Nested case-control studies are especially appropriate when biologic specimens (such as blood) are collected and stored for all cohort participants at baseline; the measurement of analytes in only those who develop the outcome on follow-up (cases) and a sample of noncases (controls) permits a cost-effective evaluation of associations free of temporal bias (11). The nested approach is also useful to avoid recall bias vis-a-vis traditional case-control studies; this is illustrated by the impact of collecting information on tanning ability after the occurrence of melanoma in co-
hort participants of the Nurses' Health Study. Although the use of information collected in a nested case-control mode (i.e., before the development of melanoma) suggested a protective effect associated with a lower ability to $\tan$ (relative odds $=0.7$ ), the postdiagnosis data suggested the opposite (relative odds $=1.6$ ), likely reflecting a memory bias limited to cases (15).

The nested case-control strategy as an alternative to examining the cohort data in a "prospective" mode had been recognized by the Framingham authors decades ago (8). Because of its historic importance, it is worthwhile to quote these investigators ipsis literis: "At the end of 5 years a portion of the base population, which was normal at the time of the initial examination with respect to the diseases studied, will have passed the borderline into definite abnormality, and a few will have died. At that point it will be possible to study the differences, as of the time of the initial examination, between those who remained essentially normal, and those who became abnormal (or diseased)" (8, p. 285).

The comparison of cases occurring in the cohort with a sample of the whole cohort, often referred to as a case-cohort study design, has frequently been used when large sample sizes are involved. The use of a sample to estimate total population parameters in a cohort study seems to have been used for the first time by Comstock and Lundin (16) in a study evaluating the relations of maternal smoking to the risks of neonatal and postneonatal deaths. The study involved identifying deaths in these categories occurring in Washington County over the 10 years prior to 1963 , as well as a systematic 3 percent sample of live births occurring in the same period. After estimating the total denominator by dividing the live births by the reciprocal of the sampling fraction for the categories denoting presence or absence of maternal smoking in the index pregnancy, the authors tested their hypothesis using the traditional "prospective" mode, that is, comparing rates of neonatal and postneonatal deaths between mothers who smoked in the index pregnancy and those who did not. However, particularly for postneonatal deaths, which would have also been included in the sampling frame of live births, the comparison of the odds of maternal smoking between cases and the live birth sample would have been fully akin to a casecohort study in that the odds ratio of maternal smoking would have estimated the risk ratio obtained in the "prospective" analysis (17).

Following this pioneering effort by Comstock and Lundin, both the case-cohort and the nested casecontrol approaches have become often used strategies in the context of cohort studies, especially over the last decade or so $(18,19)$. As mentioned previously, the
cohort sample used as a control group in the casecohort design allows the estimation of risk factor distributions and prevalence rates needed for population attributable risk estimates, thus making this design preferable to the nested case-control (noncase) approach, particularly when the outcome of interest is not rare. An additional advantage of the case-cohort study is that the relative odds of exposure using this approach provides a direct estimation of the rate or risk ratio (7). This not only does not require the rarity assumption, but may, in addition, be a more readily interpretable measure of association than the relative odds estimated when using the nested case-control strategy.

## EXTERNAL VALIDITY

Concern about external validity was recognized as early as 1950 when Dawber et al., commenting on the Framingham study design, stated that its narrow geographic coverage "clearly limits the generality of conclusions which can be reached" (8, p. 281). Because external validity is regarded as the main advantage of a population-based cohort study, it is relevant to discuss the extent to which it can be achieved in real life. Representativeness of the cohort depends on eligibility criteria for inclusion, initial response of the sample, and the stability of the cohort on follow-up. In addition, it is a function of the variability of the factors under study which, in observational studies, comprise a sine qua non condition for detecting an association.

## An exemplar of a population-based cohort study: the National Health and Nutrition Examination Epidemiologic Follow-up Study (NHEFS)

NHEFS was the first attempt ever to follow-up a probability sample of the total US population for as-
certainment of health outcomes, thus representing a setting which optimizes external validity (20). It originated as a joint project between the National Center for Health Statistics and the National Institute on Aging with support from other National Institutes of Health and Public Health Service agencies, and was designed to follow-up the probability sample included in the first National Health and Nutrition Examination Survey (NHANES I) (20). Of the approximately 21,000 noninstitutionalized persons aged 25-74 years included in NHANES I, conducted in 1971-1975, the 14,407 (70 percent) who were medically examined were included in the first NHEFS follow-up contact conducted in 1982-1984. Whereas the NHANES I included physical examinations, laboratory tests, and interviews, NHEFS was primarily designed to assess outcomes on the basis of self-reports, hospital and nursing home record review, and search for death certificates using the National Death Index.

Initial nonresponse. Initial nonresponse of individuals chosen for inclusion in a population-based cohort study obviously limits the external validity of the cohort sample. Table 1 shows that nonresponse rates in NHANES I were approximately 30 percent. More importantly, the variation according to age, gender, race, and income underscores the notion that, as nonresponse in a cohort study is rarely random across segments of the reference population, those included in the baseline examination may not be a representative sample of the population with regard to variables of interest. Furthermore, the level of representativeness may vary as a function of interactions between these variables. Thus, as seen in table 1 , nonresponse in NHANES I increased with age in whites, but not obviously so in blacks. In addition, opposite patterns of nonresponse according to income between races

TABLE 1. Percent nonresponse in the first National Health and Nutrition Examination Survey (NHANES l) by sex, race, age, and income*

| Characteristic | Total nonresponse | White |  | Black |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Male | Female | Male | Female |
| Age (years) |  |  |  |  |  |
| 25-34 | 26.7 | 29.7 | 24.3 | 32.1 | 28.2 |
| 35-44 | 27.4 | 27.6 | 26.7 | 35.3 | 26.1 |
| 45-54 | 29.6 | 27.5 | 30.0 | 31.2 | 35.2 |
| 55-64 | 32.5 | 31.0 | 35.1 | 29.5 | 27.2 |
| 65 and older | 35.3 | 32.0 | 39.8 | 24.9 | 33.6 |
| Income (annual) |  |  |  |  |  |
| $<\$ 7,000$ | 28.6 | 28.4 | 29.7 | 26.0 | 27.4 |
| \$7,000-14,999 | 27.6 | 26.2 | 28.0 | 30.1 | 29.5 |
| $\geq \mathbf{1 5 , 0 0 0}$ | 25.8 | 25.8 | 25.4 | 32.0 | 24.3 |
| Total | 30.5 | 30.0 | 31.1 | 29.6 | 29.8 |

[^1]and genders were suggested; nonresponse decreased with higher incomes in white males and females, and possibly also in black females. However, in black males, the reverse seemed to be true. When age-, race-, and gender-adjusted odds ratios of nonresponse were examined by selected health-related variables, statistically significantly ( $p<0.001$ ) higher odds were seen for those reporting arthritis (1.45) or vision trouble (1.64).

Follow-up rates. Notwithstanding nonresponse at baseline, follow-up of the NHEFS cohort was attempted for all 14,407 subjects sampled for inclusion in the NHANES I (figure 1). As a result, close to 85 percent of the original NHANES I sample was interviewed. However, complete measurements of pulse, blood pressure, and weight could only be achieved for about 70 percent of the sample. In addition, models including age, gender, race, and an interaction term for race and gender indicated markedly higher odds of loss to follow-up for younger compared with older subjects; for example, the odds ratio for those aged less than 35 years compared with those aged 55 years and older was over 4.0. Age-adjusted odds ratios were also heterogeneous by race and gender as follows: white males, 1.0 ; white females, 1.3 ; black males, 3.2 ;


FIGURE 1. Follow-up in The National Health and Nutrition Examination Epidemiologic Follow-up Study (NHEFS) (20). NHANES I, first National Health and Nutrition Examination Survey.
and black females, 2.3. Health-related variables significantly associated with higher odds of loss to follow-up included current smoking (odds ratio $=1.9$ ) and systolic blood pressure of 160 mmHg or higher (odds ratio $=0.8$ ).

## Other studies

Other population-based studies have typically used more restrictive inclusion criteria than those used in the NHEFS, and thus provide examples of the influences of both eligibility criteria and response rates on external validity.

In the Cardiovascular Health Study (CHS), adults aged 65 years and older were sampled from the HCFA Medicare eligibility listings in four US communities (21). Recruited cohort members had to be able to complete an in-depth home interview and an examination lasting approximately 4 hours to be conducted in especially set-up clinics. In addition, the eligibility criteria included the expectation of returning for the 3-year follow-up visit. As a result, 9.6 percent of the subjects were found to be ineligible. Among the eligible persons, 38.6 percent refused to participate in the study. As for the NHEFS, participants did not seem to be comparable to nonparticipants in that they were more likely to be younger, had a higher average educational level, were more often married, and, most importantly given the age range of the cohort, were less likely to report limitations in their physical activities. Those who had quit smoking were more likely to agree to participate, a finding in agreement with the first NHEFS follow-up contact. On the other hand, in this elderly cohort, presence of high blood pressure was less common in those who enrolled, whereas in the NHEFS the odds of participation was 20 percent higher when high blood pressure was present (20). As in any other cohort study, the ability to generalize results from the CHS is a function of both study eligibility criteria (healthy elderly) and the characteristics related to participation in the study.

In the ARIC study, the recruitment of the cohort aged 45-64 years involved four major sequential operational steps-sampling, enumeration of households, home interview, and examination at study clinics-thus allowing the authors to compare eligible individuals who completed both the home interviews and clinic procedures (respondents) with those who participated in home interviews but not clinic examinations (nonrespondents) (22). Of the age-eligible individuals (aged 45-64 years), 75 percent completed the home interviews and 60 percent underwent clinic procedures. Nonresponse was higher in blacks (58 percent in men and 51 percent in women) than in whites (approximately 33 percent in both sexes). As
expected, white respondents were more likely to report excellent health and were less likely to have been hospitalized in the past year; however, no such differences were seen in blacks. The authors aptly underscore the effect that low response rates may have on estimates of prevalence in community-based studies, even when random selection of the cohort is attempted; for example, in the ARIC communities, point prevalence rates of current smoking were found to be 38 percent and 25 percent for black male and female respondents, respectively, yet the community rates were estimated at 45 percent and 29 percent, respectively. The availability of home interview data for smoking in the ARIC study allows estimating the impact of nonresponse on population-wide rates; however, for variables for which measurement requires laboratory procedures, and which thus could not be included in the home interviews, such as total plasma cholesterol levels, the magnitude of bias cannot be easily estimated. This makes it difficult to generalize baseline cohort mean levels to the total reference populations.

Another illustration of the impact of eligibility and response rates on generalizability of findings is given by the CARDIA study, designed to assess the influence of lifestyle and health behaviors on cardiovascular risk factors in individuals aged 18-30 years living in four urban areas (5). Besides age, race, and residence requirements, eligibility criteria included freedom from long-term diseases or disabilities, such as deafness, blindness, and mental retardation, that may interfere with the examination. In addition to exclusion on the basis of ineligibility, approximately 35 percent of the 2,213 eligible study subjects did not complete the first examination. More importantly, marked differences were found between attendees and nonattendees, with the former more likely than the latter to be white ( 49 versus 38 percent), older ( 55 versus 46 percent), and have completed high school ( 60 versus 48 percent). These differences may have compromised one of the stated goals of recruitment of the CARDIA study, that is, to obtain samples as representative as possible of the underlying populations (5). In some population-based cohort studies, failure to achieve initial representativeness may impact negatively on the use of the baseline examination of the cohort as a way to provide a cross-sectional profile of the reference population with which later survey results can be compared for purposes of monitoring of risk factors and other health-related variables.

It is interesting that for many population-based studies, once cohorts are recruited, follow-up rates among survivors appear to be high. As discussed previously, the first NHEFS follow-up interview had a response rate of about 85 percent (20). In the ARIC study, after
an initial overall enrollment of only approximately 60 percent of cohorts selected from total populations aged 45-64 years in four US communities, return rates after 9 years remain high for a 4-hour in-clinic examination (about 80 percent) (The ARIC Investigators: report to the ARIC Policy Board, November 1997, unpublished). For follow-up through annual telephone interviews, a response rate of close to 100 percent is being achieved even 12 years after the study onset, thus underscoring the possibility of a high response rate when using strategies representing a small burden to cohort participants. Follow-up rates from both the CHS and the ARIC studies suggest that cohort stability may be more important than initial representativeness, thus providing a rationale for nonpopulation-based cohort studies, such as the American Cancer Society studies of volunteers (23).

## Impact of representativeness of the cohort on external validity

The debate pertaining to the ability to generalize results from a given population-based cohort study is not new. In the landmark Framingham study, the random sample forming the cohort had to be "enriched" by volunteers to compensate for its relatively low ( 69 percent) response rate (figure 2) (24). Framingham investigators acknowledged that external validity of study findings could suffer from the limited response of those randomly selected, particularly in view of the differences between participants and nonparticipants, with the latter including a higher proportion of single men, excessive alcohol drinkers, and those with a low educational background. Nevertheless, they aptly argued that the determination of absolute measures of disease frequency (incidence rates) "had only limited applicability since the population of this New England town was in itself not totally representative of the United States" (24, p. 22). They further stressed that "random sampling is not essential if the purpose. . is to compare subgroups of the population determined by


FIGURE 2. The Framingham Study population (adapted from Dawber (24)).
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specific characteristics" (24, p. 22). (They instead emphasized that "the primary concern should be that the population contain sufficient numbers of subjects with these characteristics to enable comparison" (24, p. 22), thus underscoring one of the key problems in epidemiologic studies discussed later in this paper, i.e., that for true associations to be detected in observational studies, sufficient variability must exist in both the exposure and the outcome of interest.)

A similar reasoning was offered by Keys, who stated with regard to the Seven Countries study that, "whether the men. . .are representative of some larger population in regard to particular characteristics at entry is not the issue. We are interested in relationships" ( 25, p. 12). These points underscore the importance of recognizing the difference between the external validity of an absolute measure of disease frequency from the external validity of measures of association. Whereas the former's applicability is often limited to the reference population and clearly depends on whether the cohort is a representative sample of this population, the latter may be valid even if the cohort is not a random sample. The explanation underlying the belief that it is possible to obtain unbiased and generalizable results from "unrepresentative" cohorts when assessing exposure-outcome relations is, as pointed out by Schlesselman (26), that as long as the groups under comparison are equally biased, relative risks (or odds ratios) are estimated accurately. Thus, in a cohort study, even if incidence rates (or odds) of a disease in exposed and unexposed individuals are not externally valid, it is possible to obtain unbiased estimates of the relative risk or the odds ratio.

## Generalizing beyond the study population

As pointed out almost 20 years ago, "the ultimate test of the validity and generalizability of scientific observations is the ability, based on them, to predict phenomena and circumstances independent of those used to record the original findings" (27, p. 256). An assessment of the predictive values of cardiovascular risk factors beyond specific study populations was first attempted by investigators participating in the socalled Pooling Project (27): in this project, 10-year follow-up data of five cohort studies of major coronary events (nonfatal and fatal myocardial infarcts, and sudden deaths from coronary heart disease)--two of which were population-based (Framingham and Tecumseh)-were pooled and then applied to two cohorts originally considered but eventually not included in the main project pool (Pool 5). ${ }^{1}$ For both

[^2]cohorts not included in Pool 5, the observed relative and absolute excesses were remarkably similar to those predicted on the basis of Pool 5 results (table 2), leading the authors to state that for the studies included in Pool 5, results are "widely generalizable to US middle-aged white men" (27, p. 256).

The most thorough effort to examine comparability among cohort studies comes from Chambless et al. (28). More specifically, these authors discussed the appropriateness of using logistic regression function scores estimated from a given study population to predict risk in other populations. Similar conceptual frameworks to assess limitations in external validity have been proposed by Chambless et al. (28) and Szklo (29) and can be summarized as follows:

1. If the circumstances of the exposure of interest, such as duration, level, route, and time of exposure vary over time or, for the same time interval, among populations or subgroups of the same population, these differences may limit the applicability of results. For instance, this would be the case if the chemical composition of a drug, such as estrogen replacement therapy, varied from population to population or over time in the same population. A related mechanism pertains to the timing of the studies. Particularly in the assessment of newly introduced exposures with long latent periods, studies carried out at a time when minimum latency has not yet gone by will tend to underestimate the strength of the association with the relevant outcome, thus compromising their external validity.
2. Results are not generalizable when there are differences in susceptibility to the risk factor of interest between the study population and the populations to which one wishes to apply the study findings. For example, in an early study of the effect of maternal smoking on neonatal mortality, Comstock and Lundin (16) found a strong interaction between maternal smoking and father's educational level, leading these investigators to suggest that the generalizability of their findings to other populations would be affected by their socioeconomic characteristics. Similarly, results obtained from a subgroup of the population may not be generalizable to another group. Thus, estimates of the relative effects of risk factors such as smoking
[^3]TABLE 2. Predicted and observed risk of a first major coronary event for men aged $40-59$ years at baseline of two cohort studies not included in Pool 5, Pooling Project, 10-year follow-up*

| Quintile predicted risk $\dagger$ | Risk/1,000 men (corrected forduration of follow-up) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Minnesota business and professional men ( $n=280$ ) |  | Minnesotabased railroad workers ( $n=2,422$ ) |  |
|  | Predicted | Observed | Predicted | Observed |
| 1 | 37.6 | 53.6 | 17.0 | 16.5 |
| II | 57.0 | 71.4 | 31.0 | 12.4 |
| III | 80.9 | 125.0 | 44.7 | 31.0 |
| IV | 113.0 | 107.1 | 65.5 | 68.2 |
| $\checkmark$ | 199.1 | 214.3 | 116.1 | 102.9 |
| All quintiles | 97.5 | 114.3 | 54.9 | 46.2 |
| Ratio of quintile V to quintile I | 5.3 | 4.0 | 6.8 | 6.3 |
| Difference between quintile $V$ and quintile I | 161.5 | 160.7 | 99.1 | 86.4 |

* From the Pooling Project Research Group (27).
$\dagger$ Defined by diastolic blood pressure, serum cholesterol, smoking, and age using a multiple logistic function.
on cardiovascular outcomes obtained from a relatively young study population cannot be generalized to populations with a high proportion of elderly individuals, in view of the known decrease with age of relative risks associated with these risk factors (24).

3. When modeling relative risks or odds ratios from data obtained from a given population, results may not be applicable to populations with different levels of exposure, as the relations may not be linear across all exposure levels. Thus, studies done in populations with high levels of radiation exposure may not be generalizable to populations with exposure to low levels (30).
4. The distribution of confounding variables unaccounted for may be different between the study population and populations to which one wishes to generalize results.
5. The definitions of exposure and outcome variables may not be applicable to other populations or even different groups of the same population. In addition, construct validity of a given variable may differ
among populations or groups within a population. For example, although educational level is often used as a marker of socioeconomic status, there is evidence that it is differentially related to income in whites and blacks in the United States (31).
6. Another concern is that associations between risk factors and clinical outcomes may be influenced by the prevalence of the underlying subclinical process (e.g., atherosclerosis). In the Seven Countries study, for example, the association between smoking and clinical coronary heart disease was much stronger for the western European cohorts than for the former Yugoslavian cohort (25), possibly because the thrombogenic effect of smoking leading to clinical events was more likely to occur where subclinical atherosclerosis was more common (i.e., western Europe).
7. Finally, as for most diseases, risk factor-outcome associations are time dependent. Thus, the length of follow-up (and other methodological aspects) of a given study needs to be taken into account when generalizing results to other populations.

To illustrate these problems, Chambless et al. (28) reviewed several cohort studies of coronary heart disease, including international studies. Their results pertaining to the major cardiovascular risk factors underscore the problems influencing external validity of population-based studies (table 3). Using the above list of factors affecting interpopulation comparability as a framework, Chambless et al. noted that there was variation from study to study in factors influencing the odds ratio estimates, including the definition of the event "coronary heart disease", the length of follow-up (4-24 years), the potential confounders adjusted for to arrive at the odds ratio estimates, and the range of values for the variables of interest. In addition, there may have also been differences among the study populations in the extent of underlying atherosclerosis at the beginning of the study and in time since initiation of exposure to the cardiovascular risk factors considered by the authors. For smoking, the extraordinarily wide range of odds ratios did not seem to result from outlying values, as even when the maximum was re-

TABLE 3. Longitudinal studies of incidence of coronary heart disease events in men*

| Risk tactor | Unit | Odds ratio range $\dagger$ |  |  | Population |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Maximum | Minimum | Ratio | Maximum | Minimum |
| Age (years) | 10 years | 2.66 | 1.40 | 1.90 | Northern Europe (25) | Honolulu (32) |
| Cholesterol ( $\mathrm{mg} / \mathrm{dl}$ ) | $60 \mathrm{mg} / \mathrm{dl}$ | 2.03 | 1.28 | 1.59 | Sweden (37) | Southern Europe (25) |
| Systolic blood pressure ( mmHg ) | 40 mmHg | 2.51 | 1.57 | 1.60 | British Regional Heart Study (38) | Southern Europe (25) |
| Smoking | 1 pack/day or 25 cigarettes/ day vs. nonsmoker | 13.3 | 1.03 | 12.91 | Sweden (37) | Southern Europe (25) |

[^4]placed with the third highest odds ratio, the ratio of odds ratios remained high (about 3). As recognized by the authors, the definition of "smoking" varied widely and, thus, the estimates are not directly comparable across studies. To provide for some degree of comparability, the smoking category was defined by Chambless et al. (28) in such broad terms ( $\geq 1$ pack/day or $\geq 25$ cigarettes/day) that it is possible that the differences among studies illustrated in table 3 reflect differences in exposure level within the open-ended "exposed" category, rather than true heterogeneity of effects.

Unlike the investigators involved in the Pooling Project (27) and the Framingham study (24), Chambless et al. concluded that, in spite of the fact that the risk factors were consistently found to increase risk of coronary heart disease across studies, the use of a measure of risk from a given population to infer risk in another population "may be more misleading than advantageous" ( 28, p. 394 ). On the other hand, with the exception of smoking, and notwithstanding the fact that the analyses of Chambless et al. included studies from countries around the world, the ratios of maximum to minimum odds ratios were found to be less than 2. When only the four US based studies (Pooling Project (27), Honolulu Heart Program (32), Western Collaborative Heart Study (33), and Framingham (34)) were considered, these ranges were similar for age, total cholesterol and blood pressure, and much narrower for smoking. (Using the same units shown in table 3, the ratios of maximum to minimum odds ratios for the US studies were: age, 1.57; total cholesterol, 1.32; systolic blood pressure, 1.51; and smoking, 1.62).

## Variability of the factors under study

Another important limitation in generalizing results of a cohort study is the need for sufficient variability of exposure (and outcome) levels-a sine qua non condition for detecting associations in observational studies. For example, the fact that variability in salt consumption is greater among than within countries (35) may explain why the relation between salt intake and hypertension is more clearly seen in between-country data than in studies carried out within populations. Concern about the natural variability of the exposures under study was already expressed by those who masterminded the Framingham study (8), as the plan was to select a population which would vary in the characteristics believed to be related to coronary heart disease.

The need for a within-cohort, in addition to between-cohort, exposure gradient was also recognized by the investigators of the Seven Countries study; for example, the sampling approach to select the US cohort of railroad employees took account not only of the size of the community, but also attempted to provide occupa-
tional subsamples which would permit comparing sedentary and physically active individuals (25).

## Single versus multiple populations

Population-based cohort studies may be conducted in single populations, such as the Framingham (24) and the Honolulu Heart studies (36), or use cohorts selected from several defined populations, such as the ARIC (2), CARDIA (5), and the CHS (6) studies. The decision as to whether single or multiple reference populations should be included is determined, not only by power considerations, but also by whether heterogeneity in population characteristics is relevant to the hypotheses of interest, as was the case of the Seven Countries study (25).

When, in multicenter studies, a sampling approach taking into consideration within-population variability in factors of interest is not used, it may be difficult to discern the effect of a given variable which is homogeneous within the populations from that of the geographic location. In the ARIC study, for example, the vast majority of African-Americans were sampled from one of the four target populations (Jackson, Mississippi); in two other target populations, cohort samples were almost exclusively whites, whereas in the fourth, only about 12 percent were African-American (22). This sampling strategy, although advantageous in many respects, made it difficult to discern the effect of "race" from that of geographic location, as the vast majority of African-American cohort members were Jackson residents. The inability to distinguish racial background from the Jackson general community characteristics (e.g., diet, access to medical care) in the ARIC study underscores the need to achieve both within- and between-population variations in the factors of interest so as to be able to assess their independent effects.

## CONCLUSIONS

Both population-based and nonpopulation-based cohort studies have made landmark contributions to the elucidation of risk factor-outcome associations. Among the advantages of population-based cohort studies is that health-related parameters for the reference population can be measured, thus allowing the estimation of population attributable risk figures needed for planning purposes. On the other hand, follow-up studies of volunteers or other nonpopulationbased samples are often more efficient than population-based cohort studies. In the American Cancer Society's large prospective studies (23), for example, volunteers for the American Cancer Society not only recruited cohort participants, but also served as their
contacts for follow-up retention purposes. Thus, in these studies, cost-effectiveness resulting from the ease of tracing cohort participants may well have outweighed the fact that they were not population-based. Ultimately, the decision as to whether to conduct a population-based study depends on whether the level of participation and retention of the cohort necessary to make it "representative" of the reference population is sufficient to outweigh the superior cost-effectiveness which often characterizes nonpopulation-based cohort studies. If participation rates at baseline and retention rates on follow-up are not simultaneously affected by exposure levels and outcome, it is expected that "compensating bias" would ensue, thus rendering risk factor-outcome association inferences valid when using either type of strategy.
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[^1]:    * From Cohen et al. (20).

[^2]:    ${ }^{1}$ As the studies had been selected for inclusion in Pool 5 on the basis of comparability of their findings, it is not surprising that

[^3]:    results were fairly homogeneous for two of the three major cardiovascular risk factors. Thus, rate ratio comparing the fifth quintile to the combined first and second quintiles of diastolic blood pressure had a range of 1.8-2.5, and that from comparing smokers of one pack/day or more with nonsmokers, of 2.2-3.3. The only exception was total cholesterol, for which the Tecumseh study rate ratio, based on the fifth versus the combined first-second quintiles, was markedly higher (4.9), and that of the Chicago Peoples Gas Company lower (1.5) than the rate ratios of the other three studies (2.5, 2.7, and 2.7). The combined Pool 5 rate ratios and 95 percent confidence limits were, for diastolic blood pressure, 1.9 (1.6-2.4), for total cholesterol, 2.4 (1.9-2.9), and for smoking, 2.5 (2.1-3.1).

[^4]:    * Adapted from Chambless et al. (28). Number of studies: age = 11; cholesterol = 14; systolic blood pressure = 14; and smoking = 11 .
    $\dagger$ Except for smoking, the minimum and maximum values do not appear to be outliers. Median odds ratios: age $=1.80$; cholesterol $=1.56$; systolic blood pressure $=2.14$; and smoking $=2.03$ (for smoking, the second highest odds ratio is 8.0 , and the third highest is 2.92).

